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ABSTRACT

The problem of dynamic interface crack propagation in layered composites is addressed in this paper. Recently developed dynamic orthotropic bi-material enrichment functions are utilized to allow for accurate capturing of the oscillatory stress and displacement fields near the interface crack tip and proper evaluating of the crack tip velocity. The time discontinuous finite element and balance of recovery methods are employed during the crack propagation process in order to increase the stability and accuracy of the solution in dynamic crack propagation problems. Also, a suitable crack propagation criterion and an iterative algorithm are used to determine the interface crack tip velocity in each time step. Fracture mechanics parameters, such as dynamic stress intensity factor, phase angle and energy release rate are accurately predicted using the interaction integral method and the crack velocity dependent auxiliary fields. Numerical simulations of dynamic crack propagation in a homogeneous isotropic material, dynamic interface crack propagation in an isotropic bi-material, and dynamic interface crack propagation in an orthotropic bi-material are performed and the predictions are compared with the reference experimental and analytical results and the numerical data available in the literature.

1. Introduction

Today, thin layer orthotropic composite materials are extensively being used in various industries due to their high strength-to-weight ratio. However, intrinsic defects present in these materials may limit their use in sensitive applications, making fracture analysis an important part of reliability estimation of structures made from these composites. Interface cracks are among the most critical defects as they can easily contribute to catastrophic failure. Impact loading, in particular, can cause progressive interface crack propagation and structural failure during manufacture and service of composite materials. Hence, this paper is dedicated to present a novel and accurate simulation of dynamic interface crack propagation in composite materials.

Several analytical, experimental and numerical techniques are available for modeling of dynamic fracture problems [1–7]. Analytical solutions have limitations in treating problems with realistic complex geometries and loading conditions [3,7]. Experimental methods for analyzing dynamic crack propagation under impact loading require special expensive equipment for applying the load and recording the results. On the other hand, numerical methods in general and the finite element method (FEM) in particular are very efficient and capable of accurate modeling of complex geometries and loadings. In problems of crack growth, however, the efficiency and accuracy of conventional FEM decrease as adaptive remeshing and fine meshes are generally required.

Increasing the number of elements in the crack tip region and remeshing techniques substantially increase the computational cost in a dynamic simulation; requiring development of new approaches.

The extended finite element method (XFEM), developed to overcome the shortcomings of FEM [8], employs the enrichment functions to model the discontinuities within a cracked element and singularity near a crack tip. Alternatively, the extended isogeometric analysis (XIGA) adopts the conventional enrichment functions within the NURBS-based isogeometric formulation to capture the discontinuities within a cracked element and the singularity near a crack tip [9–12].

Another approach, the phase field model is an efficient method for prediction of strong discontinuity (crack) nucleation and direction of crack extension [13,14]. The rate-dependent phase field approach, by which the crack tip velocity is accurately evaluated [14], can be used to solve dynamic crack propagation problems.

In this study, the extended finite element method is utilized to simulate the dynamic interface crack growth in orthotropic bi-materials. In the case of stationary crack, several studies have been conducted on the static and dynamic fracture analysis of composites using XFEM [15–23]. In the work by Asadpour and Mohammadi [15], new enrichment functions were presented for XFEM analysis of crack in orthotropic media. Esna Ashhari and Mohammadi introduced oscillatory enrichment functions for static analysis of interface cracks in orthotropic bi-materials [16], and Afshar et al. [24] used these functions to analyze
stationary interface cracks in orthotropic bi-materials under dynamic loadings. Also, Afshar et al. recently investigated the fracture response of interface crack tip in shape memory alloy/elastic bi-materials [25]. In addition, several XFEM simulations have been performed to study the dynamic fracture of piezoelectric and magnetoelectroelastic solids [26–28]. Bui and Zhang used XFEM analysis to investigate the dynamic stress intensity factors for stationary cracks in piezoelectric and magnetoelectroelastic materials [26,27]. For the case of functionally graded piezoelectric solids, Liu et al. developed an XFEM model to transiently analyze stationary cracks in these materials [28].

In the case of static crack propagation, quite a number of works, all of which present an XFEM approach to reproduce the displacement and stress fields near the crack tip, are available in the literature [29–31]. XFEM has also performed quite well in dynamic crack propagation problems. Belytschko et al. presented an XFEM method for dynamic crack propagation based on the loss of hyperbolicity criterion [32]. Chessa and Belytschko presented an XFEM formulation in time and space for dynamic problems with arbitrary discontinuities [33,34]. Also, Belytschko and Chen introduced a singular element for dynamic crack growth problems [35]. Moreover, the problem of crack arrest was addressed by Grégoire et al. [36], and Haboussa et al. [37] investigated the effects of crack-hole interaction. In another interesting study, Combescure et al. [38] studied the concept of energy conservation in dynamic XFEM. Finally, Menouillard et al. [39] proposed a novel mass lumping strategy for explicit integration in dynamic XFEM. While the mentioned studies were all conducted on homogeneous isotropic materials, Motamed and Mohammadi [40,41] applied the dynamic XFEM for analysis of dynamic crack propagation in orthotropic materials. In addition, Kumar et al. [42] proposed new XFEM enrichment functions to study the dynamic fracture behavior of cracked homogeneous solids and bi-material composites. They concluded that using Heaviside and cubic ramp enrichment functions would result in better solution than using other enrichment functions in the cases of stationary and moving dynamic cracks.

A difficulty in the analysis of dynamic crack propagation is the choice of time integration method in order to solve the dynamic equations in a stable manner. The widely used Newmark method is suitable for dynamics problems with stationary cracks [24]; however, it results in spurious numerical oscillations in dynamic crack propagation problems. These oscillations substantially increase the possibility of instability in the solution. An effective method for stable solutions is the time discontinuous finite element method, proposed by Li et al. [43] and Rethore et al. [44]. In this method, enriched shape functions are added to the time finite element method in order to consider the time discontinuity in the dynamic equation, resulting in more stable solutions. Therefore, this integration method is chosen here to deal with the problem of interface crack growth.

Another crucial issue in simulating dynamic crack propagation problems is the estimation of crack tip velocity. While many studies assume crack velocity a priori, a suitable criterion and an iterative algorithm are used here to determine the interface crack tip velocity during the simulation. To our best knowledge, this is the first time that such an accurate simulation is adopted for modeling interface crack propagation without requiring the crack tip velocity in advance.

The present study is indeed an extension of the work conducted by Afshar et al. [24] in order to investigate dynamic crack propagation in homogeneous isotropic materials, dynamic interface crack propagation in isotropic bi-materials, and dynamic interface crack propagation in orthotropic bi-as. New velocity dependent oscillatory crack-tip enrichment functions are proposed in the framework of XFEM methodology to reproduce the exact distribution of oscillatory crack velocity dependent fields around the interface crack tip, resulting in improvement in stability and accuracy of the solution. Moreover, a suitable crack propagation criterion and an iterative algorithm are presented to determine the interface crack tip velocity.

Organization of this paper is as follows: in Section 2, the mechanical behavior of composite materials is provided. Dynamic interface fracture mechanics formulation, based on linear elastic fracture mechanic (LEFM), is discussed in Section 3. Section 4 describes the criteria for estimating the interface crack velocity and Section 5 briefly discusses XFEM formulation in space and crack velocity dependent enrichment functions. Moreover, the time discontinuous finite element method for time integration of dynamic equation, numerical implementations of the iterative algorithm for estimating the crack velocity, and the balance of recovery algorithm are presented to complete the formulation. Finally, Section 6 presents the numerical examples of dynamic crack propagation in different materials: homogeneous, isotropic and orthotropic bi-materials, along with the investigation of effects of the oscillatory crack tip fields and the stabilizing algorithms. The paper closes with the concluding remarks.

2. Governing equation

The strong form of the governing equation for a two-dimensional dynamic problem of an orthotropic layered medium (Ω) with an initial interface crack (Γi) can be written as:

\[ \nabla \cdot \sigma + \rho \ddot{u} = \rho \ddot{u} \quad \text{in} \quad \Omega \]

where \( \rho \) is the density, \( \sigma \) is the stress tensor and \( b \) is the body force vector. As presented in Fig. 1, the boundary and initial conditions are considered as,

\[ u(x, t) = \bar{u}(x, t) \quad \text{on} \quad \Gamma_u \]

\[ \sigma \cdot n = \bar{t} \quad \text{on} \quad \Gamma_t \]

\[ \sigma \cdot n = 0 \quad \text{on} \quad \Gamma_c \]

\[ u(x, 0) = u_0 \]

\[ \dot{u}(x, 0) = \dot{u}_0 \]

The linear stress–strain relationship for an orthotropic material can be written as [45]:

\[
\begin{bmatrix}
\epsilon_{11} \\
\epsilon_{22} \\
2\epsilon_{12}
\end{bmatrix} =
\begin{bmatrix}
a_{11} & a_{12} & a_{16} \\
a_{21} & a_{22} & a_{26} \\
a_{61} & a_{62} & a_{66}
\end{bmatrix}
\begin{bmatrix}
\sigma_{11} \\
\sigma_{22} \\
\sigma_{12}
\end{bmatrix} =
\begin{bmatrix}
D_{1111} & D_{1122} & 2D_{1212} \\
D_{2112} & D_{2222} & 2D_{2212} \\
2D_{1211} & 2D_{2212} & 4D_{2212}
\end{bmatrix}
\begin{bmatrix}
\sigma_{11} \\
\sigma_{22} \\
\sigma_{12}
\end{bmatrix}
\]

where \( a_{ij}, \sigma_{ij} \) and \( D_{ijkl} \) are the components of strain, stress, and compliance tensors, respectively.

3. Interface fracture mechanics

Dynamic stress intensity factors \( K_1 \) and \( K_2 \) for an interface crack are defined as a complex number \( K \) [46]:

\[
K = K_1 + iK_2 = \lim_{r \to 0} \sqrt{2\pi r} \left( \sigma_j + \frac{i}{\eta} \tau_j \right) \quad r = 0
\]
where \( \varepsilon \) and \( \eta \) are the oscillatory index and the resolution factor, respectively,
\[
\varepsilon = \frac{1}{2\pi} \ln \left( \frac{1 - \beta}{1 + \beta} \right) \tag{10}
\]
\[
\eta = \sqrt{\frac{h_{22}}{h_{11}}} \tag{11}
\]
\[
\beta = \frac{h_{11}}{\sqrt{h_{12}h_{21}}} \tag{12}
\]
\( \beta \) is Dundur’s parameter, which is defined in terms of the Hermitian matrix components \( h_{ij} \), comprehensively discussed by Nakamura et al. [47].

The energy release rate \( G \) is related to the dynamic complex stress intensity factor by
\[
G = \frac{h_{21}|K|^2}{4\cosh^2(\varepsilon L)} \tag{13}
\]

The phase angle \( \psi \), which is an index of the mode-mixity, can be written as:
\[
\psi(L) = \text{Arctan} \left( \frac{\eta \gamma}{\eta \gamma} \right) = \text{Arctan} \left( \frac{\text{Im}[K_{uu}]}{\text{Re}[K_{uu}]} \right) \tag{14}
\]

where \( L \) is the characteristic length.

The dynamic stress intensity factors \( K_1 \) and \( K_2 \) can be determined using the interaction integral method [16,47–49]. In this study, the interaction integral formulation proposed by Nakamura et al. [47] is adopted:
\[
M = \int_{\Gamma} \left[ \left( \sigma \cdot \frac{\partial u_{\text{aux}}}{\partial x_1} + \rho \frac{\partial u_{\text{aux}}}{\partial t} \right) \frac{\partial q}{\partial x_1} - \left( \sigma \cdot \frac{\partial u_{\text{aux}}}{\partial x_1} + \frac{\partial u_{\text{aux}}}{\partial t} \cdot \frac{\partial q}{\partial x_1} \right) \frac{\partial q}{\partial x_1} \right] d\Gamma \tag{15}
\]

where the superscript aux corresponds to the auxiliary case and \( n \) is the unit normal to the integration path \( \Gamma \). The auxiliary stress and displacement fields are selected to satisfy the equilibrium equation and the traction-free conditions on the crack surfaces. These fields for the case of an interface crack between two orthotropic materials are reported in Appendix A. The final equivalent domain form of Eq. (15) can be written as [50],
\[
M = \int_{\Lambda} \left[ \left( \sigma \cdot \frac{\partial u_{\text{aux}}}{\partial x_1} + \rho \frac{\partial u_{\text{aux}}}{\partial t} \right) \frac{\partial q}{\partial x_1} - \left( \sigma \cdot \frac{\partial u_{\text{aux}}}{\partial x_1} + \frac{\partial u_{\text{aux}}}{\partial t} \cdot \frac{\partial q}{\partial x_1} \right) \frac{\partial q}{\partial x_1} \right] dA \tag{16}
\]
It should be noted that both the energy release rate and the toughness are functions of the crack velocity, and the crack tip velocity at each time step is calculated by equating the energy release rate and the corresponding critical value.

The function \( G_c(V) \) must be selected properly to accurately predict the crack velocity in a numerical simulation. For a crack in a homogeneous body, the following form is widely used:

\[
G_c(V) = \frac{G^*_c}{1 - \left( \frac{V}{V_c^*} \right)}
\]

where \( G_c \) is the Rayleigh wave velocity.

According to the research conducted by Singh et al. [51] and Kavaturu and Shukla [52], the dynamic energy release rate can be an ascending or descending function of the crack velocity. As shown in Fig. 3, if the energy release rate is an ascending function of the crack velocity (\( dG/dV > 0 \)), the crack propagation is stable, whereas if the energy release rate is a descending function of the crack velocity (\( dG/dV < 0 \)), the crack propagation becomes unstable. The function \( G_c(V) \) must contain both the stable and unstable modes to correctly predict the crack velocity in numerical simulations. Different forms of the function \( G_c(V) \) for an interface crack are available in the literature. Nakamura et al. presented the following function \( G_c(V) \) for the interface crack [47]:

\[
G_c(V) = \frac{G^*_c (1 - \sqrt{V/V_c^*})^y}{1 + (\lambda - 1)\sin^2(\Psi)}
\]

where \( C_s \) is the shear wave velocity, and \( \Psi \) is the phase angle. Constants \( y \) and \( i \) are obtained from fitting with available experimental data, as defined in [47].

It should be noted that Nakamura et al. [47] selected this form without any experimental basis, solely due to its descending dependence on the crack velocity. This form cannot correctly predict the crack velocity, as will be shown in the numerical examples.

Another function, based on impact experiments, is proposed by Lambros and Rosakis [53]:

\[
G_c(V) = C^2 \left[ \frac{1 + 4\epsilon^2}{\epsilon} \right] \left( \frac{\pi}{2\alpha} \right)
\]

where \( \alpha \) is the characteristic length, and \( C \) is a constant. This relationship is based on the assumption of constant ratio of shearing to opening displacement at distance \( \alpha \) behind the crack tip (see Fig. 4):

\[
\Delta_1 \left|_{\alpha = \alpha} \right. = \text{Constant}
\]

The main disadvantage of function (22) is that it is only a descending function of the crack velocity. Therefore, it cannot accurately predict the crack velocity at the beginning of the crack propagation, i.e., when the crack velocity is roughly less than half the shear wave velocity.

Kavaturu and Shukla [52] changed the fundamental assumption of the form in Eq. (23) (Lambros and Rosakis [53]) and proposed an exponential increase in the opening displacement at distance \( \alpha \) behind the crack tip with the crack velocity:

\[
\Delta_1 \left|_{\alpha = \alpha} \right. = C_2 \left( \frac{V}{C_s} \right)^n
\]

where \( C_2 \) and \( n \) are constants. As a result, Eq. (22) can then be rewritten as:

\[
G_c(V) = C^2 \left[ \frac{V}{C_s} \right]^{2n} \left( \frac{\pi}{2\alpha} \right)
\]

This experimentally supported function, which includes both stable and unstable crack growths, is adopted in this study for the first time. Numerical examples in Section 6 prove the accuracy of this function compared with other functions used in previous numerical simulations available in the literature.
5. Numerical implementation

5.1. Spatial discretization with XFEM

XFEM modeling of interface crack consists of three parts of capturing the crack tip singularity, modeling the strong discontinuity across the crack surfaces and simulating the weak discontinuity (discontinuous strain field) across the material interface. Therefore, approximation of the displacement field is enhanced by three enrichment functions:

\[
\begin{align*}
\mathbf{u}(x) &= \sum_{j=1}^{n} N_j(x) \mathbf{d}_j + \sum_{j=1}^{m} N_j(x) H(x) \mathbf{a}_j \\
&+ \sum_{j=1}^{n} N_j(x) \left( \sum_{i=1}^{q} F_i(x) \right) \mathbf{b}_j + \sum_{i=1}^{q} N_i(x) \mathbf{c}_i \\
&\quad + \sum_{j=1}^{n} N_j(x) \sum_{i=1}^{p} \mathbf{d}_i \phi_i', \quad \phi_i', \phi_i''
\end{align*}
\]

where \(n, m, p\) and \(q\) are the number of conventional, crack surface, crack tip, and interface nodes, respectively (see Fig. 5). \(\mathbf{d}_j\) is the vector of regular degrees of freedom. In addition, \(\mathbf{a}_j, \mathbf{b}_j\) and \(\mathbf{c}_i\) are the vectors of additional degrees of freedom associated with the crack surface, crack tip, and material interface, respectively. \(H(x)\) and \(\mathbf{D}_i(x)\) are the Heaviside and weak discontinuity enrichment functions, respectively. More details about these functions are available in Refs. [24,54]. \(F_i(x)\) is the oscillatory enrichment function for the interface crack tip between two orthotropic materials [16],

\[
F(r, \theta) = \begin{bmatrix} e^{-i\theta} \cos(\epsilon l_1 r) + \frac{\alpha_i}{2} \sqrt{7} l_1 & e^{-i\theta} \sin(\epsilon l_1 r) + \frac{\alpha_i}{2} \sqrt{7} l_1 \\ e^{i\theta} \cos(\epsilon l_2 r) - \frac{\alpha_i}{2} \sqrt{7} l_2 & e^{i\theta} \sin(\epsilon l_2 r) - \frac{\alpha_i}{2} \sqrt{7} l_2 \\ e^{-i\theta} \cos(\epsilon l_3 r) + \frac{\alpha_i}{2} \sqrt{7} l_3 & e^{-i\theta} \sin(\epsilon l_3 r) + \frac{\alpha_i}{2} \sqrt{7} l_3 \\ e^{i\theta} \cos(\epsilon l_4 r) - \frac{\alpha_i}{2} \sqrt{7} l_4 & e^{i\theta} \sin(\epsilon l_4 r) - \frac{\alpha_i}{2} \sqrt{7} l_4 \end{bmatrix}
\]

where \(r, l_1, \theta_1, \theta_2\) and \(\alpha_i\) are determined from Eqs. (A.10)-(A.12) of Appendix A. It should be noted that Eqs. (A.10)-(A.18) and so the enrichment function (27) depend on the crack velocity. Esma Ashari and Mohammadi [16] studied the effects of two cases of crack tip enrichment functions (the oscillatory crack tip enrichment functions and the original isotropic crack tip enrichment functions) and concluded that using the original isotropic crack tip enrichment functions could result in significant errors in computing the stress intensity factors in orthotropic bi-material problems.

It should be noted that although the ramp enrichment function has not been used for the elements in the vicinity of the tip element, a smooth transition has been considered in order to avoid sharp changes between the tip element and its neighboring elements. This is achieved by enriching some nodes of the neighboring elements, as similarly performed by a number of references with reportedly acceptable results [16,21,24,40,41,55]. As a result, in the neighboring elements of a tip element, standard shape functions vary from a nonzero value on one side of the element to zero on the other side. Therefore, multiplying standard shape functions by oscillatory enrichment functions introduces new functions which not only possess the desired behavior but also vanish smoothly in the outer edges of the neighboring elements.

5.2. Discretization of momentum equation

The discretized weak form of the governing Eq. (1) based on the XFEM approximation at time \(n\) can be written as (neglecting the effects of damping),

\[
\mathbf{M}_n \mathbf{u}_n + \mathbf{K}_n = f_n
\]

where \(\mathbf{u}_n\) is composed of the standard and enriched vectors of nodal degrees of freedom:

\[
\mathbf{u}_n = \begin{bmatrix} \mathbf{d} & \mathbf{a} & \mathbf{b} & \mathbf{c} \end{bmatrix}^T
\]

\(\mathbf{d}\) : vector of standard nodal degrees of freedom.
\[ \mathbf{M}_s \ddot{\mathbf{u}}_s + \mathbf{K}_s \mathbf{u}_s = \mathbf{f}_s \]

Figure 6. Schematic procedure of balance of recovery.

According to the time discontinuous finite element method, the Heaviside enrichment function is added to the velocity approximation \( \mathbf{v} \) in the time span \( t_n = t_{n_0}, t_{n+1} \) \([44]\):

\[
\mathbf{v}(t) = \mathbf{v}_n^\Delta + \mathbf{v}_{n+1}^\Delta \frac{t - t_n}{t_{n+1} - t_n} \frac{t_{n+1} - t}{t_{n+1} - t_n} + \mathbf{v}_n^\Delta \frac{t - t_n}{t_{n+1} - t_n} + \mathbf{v}_{n+1}^\Delta \frac{t_{n+1} - t}{t_{n+1} - t_n} + \mathbf{v}_n
\]

where \( \mathbf{v}_n^\Delta \) and \( \mathbf{v}_{n+1}^\Delta \) are the vectors of standard velocity degrees of freedom and \( \mathbf{v}_n^\Delta \) is the vector of additional velocity degrees of freedom.

The third term in Eq. (34) ensures the velocity discontinuity before and after each time level:

\[
\mathbf{v}_n^\Delta = \mathbf{v}_n^\Delta + \mathbf{v}_{n+1}^\Delta \frac{t - t_n}{t_{n+1} - t_n}
\]

Having known the variables \( \mathbf{v}_n^\Delta, \mathbf{v}_{n+1}^\Delta, \mathbf{v}_{n+1}^\Delta, \mathbf{v}_{n+1}^\Delta \), the following system of equations can be solved for unknowns \( \mathbf{v}_n^\Delta, \mathbf{v}_{n+1}^\Delta \):

\[
\frac{\mathbf{M} - \Delta t^2 K}{\frac{\Delta t^2}{12} K} \left[ \begin{array}{c} \mathbf{v}_n^\Delta \\ \mathbf{v}_{n+1}^\Delta \end{array} \right] = \frac{\Delta t^2}{12} \left[ \begin{array}{c} \mathbf{F}_1 - \mathbf{F}_2 + \mathbf{M} \mathbf{v}_n^\Delta \\ \mathbf{F}_1 + \mathbf{F}_2 + \mathbf{M} \mathbf{v}_{n+1}^\Delta - \mathbf{K} \mathbf{u}_s \Delta t \end{array} \right]
\]

where \( \mathbf{F}_1 \) and \( \mathbf{F}_2 \) are defined in terms of the external load,

\[
\mathbf{F}_1 = \frac{\Delta t}{3} \mathbf{f}_n + \frac{\Delta t}{6} \mathbf{f}_{n+1}
\]

and

\[
\mathbf{F}_2 = \frac{\Delta t}{6} \mathbf{f}_n + \frac{\Delta t}{3} \mathbf{f}_{n+1}
\]

Finally, continuous displacement and acceleration fields can be determined from,

\[
\mathbf{u}_{n+1}^\Delta = \mathbf{u}_{n+1} + \frac{\Delta t}{2} \left( \mathbf{v}_{n+1}^\Delta + \mathbf{v}_n \right)
\]

\[
\mathbf{a}_{n+1} = \frac{\left( \mathbf{v}_{n+1}^\Delta - \mathbf{v}_n \right)}{\Delta t}
\]

Based on Eqs. (36)-(40), while the displacement remains continuous in each time level, the velocity becomes discontinuous. This discontinuous velocity allows for a more stable simulation of crack propagation, especially at later stages of crack propagation when the crack speed becomes close to the shear wave speed.
5.4. Iterative algorithm for determination of crack velocity

According to Eq. (19), both the energy release rate $G$ and the critical dynamic fracture energy release rate $G_c$ depend on the crack velocity at each time step, and the crack velocity is calculated in such a way that $G(V)$ becomes equal to $G_c(V)$; $G(V) - G_c(V) = 0$. The secant iterative method is employed here to solve this nonlinear equation. At the beginning of each time step, an initial value is selected for the crack velocity, and then it is modified by

$$V_n^{k+1} = V_n^k + \frac{(V_n^{k-1} - V_n^k) f(V_n^k)}{f(V_n^k) - f(V_n^{k-1})}$$

(41)

with

$$f(V_n) = G(V_n) - G_c(V_n)$$

(42)

where $n$ is the number of time steps, and $k$ is the iteration number at each time step. At each time step, the secant iterative algorithm requires...
two initial guesses for the crack velocity: the crack velocity in the previous step and an arbitrary guess are the two initial estimations. If the crack velocity does not satisfy Eq. (41), the crack position and other fields (displacement, velocity, acceleration, etc.) are returned to the initial values of the time step, and a new guess is then made using Eq. (42). Iteration continues until the following convergence criterion is satisfied:

$$\left| G(V_n) - G_c(V_n) \right| / G_c < \text{TOL}$$  \hspace{1cm} (43)

In this paper, TOL is considered 2% and four iterations, on average, are needed for each time step.

5.5. Balance of recovery method

In an XFEM formulation, due to the crack propagation and the movement of the crack tip position, new degrees of freedom should be added to the nodes. These degrees of freedom have null values before solving Eq. (28), which leads to an invalid geometry for crack [57] (see Figs. 6 and 7). In other words, by projecting the degrees of freedom of the nth time step on the new configuration (n+1th configuration), out of balance forces $R$ are generated in the equilibrium equation, which results in numerical oscillations:

$$M_n \ddot{u}_n + K_n u_n = f_n$$  \hspace{1cm} (44)

$$M_{n+1} \ddot{u}^{n+1}_n + K_{n+1} u^{n+1}_n - f_{n+1} = R \neq 0$$  \hspace{1cm} (45)

where $u^{n+1}_n$ and $\ddot{u}^{n+1}_n$ are the projection of the degrees of freedom of the nth configuration on the n+1th configuration. Different approaches are available for removing the unbalanced forces in crack propagation problems. One approach is the load relaxation phase analysis, suitable in material nonlinearity cases [31]. The method has a procedure for data transfer of the history variables from old crack geometry to new crack geometry, and the traction forces are gradually released from the extended crack surface using an iterative algorithm. Another approach, the balance of recovery method [58], is applied for linear elastic fracture analysis to iteratively remove the unbalancing forces in Eq. (45). Accordingly, the unbalanced state of the system (Eq. (45)) is solved after projection of the degrees of freedom and before solving the system of equations for time $n+1$, leading to the removal of the residual (45) (see Fig. 8). It should be noted that all variables in Eq. (45) are nodal variables ($u^{n+1}_n$, $\ddot{u}^{n+1}_n$). Therefore, no data transfer procedure is required from Gauss points to nodal points, and vice versa. Figs. 6–8 show the detailed procedure of the adopted balance of recovery method.

With a simple assumption for $\Delta u^{n+1}_n$,

$$\Delta u^{n+1}_n = \Delta \ddot{u}^{n+1}_n$$  \hspace{1cm} (46)

and solving Eq. (45) for $\Delta \ddot{u}^{n+1}_n$,

$$\Delta \ddot{u}^{n+1}_n = (M_{n+1} + \Delta \beta K_{n+1})^{-1} R$$  \hspace{1cm} (47)

The modified values of displacement and acceleration are calculated

$$u^{n+1}_n = u^{n+1}_n + \Delta u^{n+1}_n$$  \hspace{1cm} (48)

Fig. 8. Iterative algorithm of balance of recovery method.
In order to accurately predict the fracture parameters in this study, both the balance of recovery method and the time discontinuous finite element integration algorithm are employed, considerably stabilizing the otherwise oscillating solution, as will be discussed in the numerical examples.

The general procedure of dynamic interface crack growth is presented in Fig. 9. This algorithm is applied for the numerical simulations in Section 6.

6. Numerical results

6.1. Dynamic crack growth in an infinite isotropic plate

In order to verify the proposed method for calculating the interaction integral (M-integral), the time discontinuous finite element method and the balance of recovery method, an infinite homogeneous plate with a semi-infinite crack [40,44,59], for which the analytical solution is available, is simulated. An isotropic plate is assumed to be under a tensile loading on its top edge, with plane strain condition, as shown in Fig. 10.

\[ \ddot{u}_n^{(n)} = \ddot{u}_n^{(n+1)} + \Delta \ddot{u}_n^{(n+1)} \]  

(49)

\[ \dot{V}_{\text{nel}}^{(k)} = V_n \]

\[ \Delta X = \Delta t \times V_{\text{nel}}^k \]

\[ k = k + 1 \]

Reset all fields to their initial values at the time step \( n+1 \)

Calculate \( G(\dot{V}_{\text{nel}}^k) \) and \( G_s(\dot{V}_{\text{nel}}^k) \)

\[ \text{Residual} = | G(\dot{V}_{\text{nel}}^k) - G_s(\dot{V}_{\text{nel}}^k) | / G_s < \text{TOL} \]

YES

\[ n = n + 1 \]

NO

\[ V_{\text{nel}}^{(k+1)} = \dot{V}_{\text{nel}}^{(k)} + \left( \frac{V_{\text{nel}}^{(k-1)} - V_{\text{nel}}^{(k)}}{f(V_{\text{nel}}^{(k)}) - f(V_{\text{nel}}^{(k-1)})} \right) f(V_{\text{nel}}^{(k)}) \]

Table 1

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>E (GPa)</td>
<td>210</td>
</tr>
<tr>
<td>( v )</td>
<td>0.3</td>
</tr>
<tr>
<td>( \rho \text{ (kg/m}^3)</td>
<td>8000</td>
</tr>
</tbody>
</table>

The material properties are listed in Table 1. In this example, all results related to the dynamic stress intensity factor are normalized by \( \sigma \sqrt{H} \).

The external traction applied on the top edge is:

\[ \sigma(t) = \begin{cases} t/(0.2t_c) & 0 \leq t \leq 0.2t_c \\ 1 & 0.2t_c \geq t \end{cases} \]  

(50)

where \( t_c \) is the time that the longitudinal wave travels half the height of the plate, and is equal to:

\[ t_c = \frac{h}{c_L} \]  

(51)

where \( c_L \) is the longitudinal wave speed and is equal to 5944 m/s [59].
In this problem, the crack tip velocity is assumed to be known, and the crack propagates with the velocity reported by Liu et al. [59]:

\[
V = \begin{cases} 
0 & t \leq 1.5t_c \\
V_0 \sin \left( \frac{\pi}{1.5t_c} (t - 1.5t_c) \right) & 1.5t_c \leq t \leq 2.2t_c \\
V_0 & t \geq 2.2t_c 
\end{cases}
\]

where \(V_0\) is equal to 1500 m/s. The analytical solution of the problem was presented by Freund [60],

\[
K(V, t) = \frac{2c_0(1 - V/\nu)}{1 - \nu} \sqrt{\frac{E(t - t_c)(1 - 2\nu)}{2\pi(t - t_c)^2}}
\]

This analytical solution is associated with an infinite plate; therefore, the numerical simulation is carried out only until \(t = 3t_c\), i.e. when the reflected longitudinal wave from the bottom boundary reaches the crack tip (see Fig. 10).

Simulation is performed with a uniform 40 × 80 finite element mesh, the domain integral of 0.5 mm, the time discontinuous finite element method with a time step of \(\Delta t = 0.2t_c\), and the balance of recovery method. The calculated dynamic stress intensity factor is presented in Fig. 11 and is compared with those obtained by Liu et al. [59], which utilized the spectral element method. A good agreement is clearly observed between the analytical and numerical results, which confirms the validity of adopted techniques, including the interaction integral method with the auxiliary fields.

To evaluate the effect of time integration method on the stability of the solution, the problem is also solved by the Newmark method. The results of dynamic stress intensity factor are given in Fig. 12, which shows that the time discontinuous finite element method considerably reduces the existing oscillations in the numerical solution. It is also observed that, as long as the crack is stationary, the results of the Newmark method are in agreement with those obtained by the analytical and the time discontinuous finite element methods; however, when the crack propagates, oscillations appear and increase. In a real analysis, where the crack tip velocity is not an input data of the problem, similar to what comes in the next example, the increasing numerical oscillations over the time make the prediction of quantities such as crack tip velocity, energy release rate and dynamic stress intensity factor practically impossible. Hence, adopting a stable numerical solution is an essential requirement for accurate prediction of crack tip velocity.
6.2. Dynamic crack growth along a PMMA-steel bi-material interface

After evaluating the dynamic crack growth in a homogeneous body, one of the main dynamic interface crack propagation experiments is numerically analyzed here. This experiment was carried out by Lambros and Rosakis [53] and includes an impact loading on a bi-material composite consisting of steel and polymethylmethacrylate (PMMA). The geometry and impact loading are shown in Fig. 14. The mechanical properties of each layer are presented in Table 2, with an oscillating index of \( \varepsilon = 0.1037 \). The fracture toughness for crack propagation is
120N/m. This plane stress problem is simulated with a 45 × 150 finite element mesh, domain integral of 5 mm, time discontinuous finite element method with a time step of 1.5 μs, and the balance of recovery method.

By using High-speed photography, Lambros and Rosakis were able to accurately measure the energy release rate, phase angle, and crack tip velocity during their experiment [53]. Also, Nakamura et al. [47] numerically analyzed this problem, which will be used for comparison.

Here, the numerical simulation is performed in two stages. In the first stage, the crack tip velocity is assumed to be known, and the crack propagates with the velocity reported by Lambros and Rosakis [53]. The input velocity history is shown in Fig. 15. In the second stage, the crack tip velocity is not taken as an input data and instead, is calculated using the fracture criteria presented in Section 4 (Eqs. (19) and (25)) and the iterative algorithm described in Section 5.4.

The energy release rate obtained from the numerical analysis along with the reference values [53] are presented in Fig. 16. First, an attempt is made to investigate the effect of oscillatory crack tip enrichment functions. A good agreement is observed between the reference experimental values and the results obtained with XFEM formulation considering the oscillatory tip enrichments. It is noted that in the cases of XFEM with standard crack tip enrichment functions and XFEM without enrichments, the highly oscillatory results gradually diverge from the reference solution and become unstable. Fig. 16 shows that before the crack growth, ignoring the oscillatory crack tip enrichments does not significantly affect the results. After the crack growth, however, it leads to significant spurious oscillations and generates inaccurate values. This clearly emphasizes the importance of the oscillatory crack tip enrichment functions in the present dynamic crack propagation analysis.

In addition, Fig. 17 shows the stress distribution near the crack tip (distance from crack tip = 0.01 mm) in the left material for the following three cases: 1. the oscillatory crack tip enrichments, 2. the standard crack tip enrichments, and 3. ignoring the crack tip enrichments. In this figure, the stress is plotted for the crack length of 26.7 mm (time = 85 μs and the crack tip velocity = 360 m/s). It is observed that the crack tip singularity is accurately captured by the oscillatory crack tip enrichments. Standard crack tip enrichments generate far lower level of singular stress field. No crack tip singularity is obtained if crack tip enrichments are ignored.

127 mm PMMA

7 mm

304 mm

Steel

Fig. 14. Geometry and boundary conditions.

Table 2

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>e(GPa)</td>
<td>208</td>
</tr>
<tr>
<td>ν</td>
<td>0.30</td>
</tr>
<tr>
<td>ρ(κg/m²)</td>
<td>7630</td>
</tr>
</tbody>
</table>

Table 3

<table>
<thead>
<tr>
<th>Unstructured mesh</th>
<th>Number of nodes and elements</th>
<th>Size of crack tip element</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coarse</td>
<td>6182 nodes, 6028 elements</td>
<td>h = 2.9 mm</td>
</tr>
<tr>
<td>Medium</td>
<td>11,690 nodes, 11,420 elements</td>
<td>h = 1.8 mm</td>
</tr>
<tr>
<td>Fine</td>
<td>18,402 nodes, 18,054 elements</td>
<td>h = 1.4 mm</td>
</tr>
</tbody>
</table>

In order to examine the convergence of the solution, the problem is analyzed by a set of different structured meshes (25 × 100, 45 × 150, 75 × 200, 100 × 250, 200 × 400, 300 × 600, and 400 × 800 elements) and the energy release rates are presented in Fig. 18. Clearly, all meshes, except the very coarse mesh, provide similar and acceptable results. Also, it is expectedly observed that the energy release rate converges to the solution by the finest mesh as the mesh becomes finer.

To demonstrate the effect of mesh type (structured and unstructured meshes), the analysis is further extended based on three new unstructured meshes (see Table 3). Fig. 19 shows a typical unstructured mesh around the crack tip. Time history of energy release rate for different meshes (150 × 45 structured mesh, 200 × 75 structured mesh, 250 × 100 structured mesh, coarse unstructured mesh, medium unstructured mesh, and fine unstructured mesh) are compared in Fig. 20. It is clearly observed that all meshes provide similar and acceptable results.

Fig. 21 shows the effect of the time integration method on the stability of the results. It is clearly observed that the time discontinuous finite element method significantly reduces the numerical oscillations in comparison with the Newmark method. Again, it is observed that the Newmark method performs accurately before crack propagation, while it causes substantial oscillations in the numerical results after crack propagation. In fact, in this case, when the crack tip velocity is determined during the numerical analysis and based on the criterion presented in Section 4, the oscillations lead to divergence of the solution and instability. The reason can be attributed to the fact that if the energy release rate (G) has large oscillations during the solution process, Eq. (19) cannot be solved and, therefore, no value is obtained for the crack tip velocity.

In the second part, the crack tip velocity is calculated using the criterion presented in Section 4 (Eqs. (19) and (25)) and the iterative algorithm described in Section 5.4. For this purpose, the constants C and n in Eq. (25) are considered 0.04 and 0.08, respectively.

The crack tip velocity, depicted in Fig. 22, shows a good agreement between the experimental values and the obtained numerical results (with the oscillatory tip enrichment functions). In contrast to the fracture criterion proposed by Nakamura et al. [47] (Eq. (21)), which is not based on experimental tests and the solution diverges at time 86μs, the fracture criterion proposed by Kavaturu and Shukla [52] (Eq. (25)) is very close to the experimental results and the solution converges in the whole time domain. In addition, Fig. 22 illustrates that neglecting the effects of the oscillatory crack tip enrichments decreases the accuracy of the solution in determining the crack tip velocity.

The resulting energy release rate is shown in Fig. 23 along with the reference values [53]. It can be observed that there is no difference between the case that the crack tip velocity is calculated using Eqs. (19) and (25) (blue solid line in Fig. 23) and the case that the crack propagates with the experimental velocity reported by Lambros and Rosakis [53] (green dash line in Fig. 23). Also, there is a good agreement between the experimental results and numerical predictions by considering the crack tip enrichments. Furthermore, Fig. 23 shows that the results of ignoring the tip enrichments substantially increases the numerical oscillations and reduces the accuracy compared with the experimental values.

6.3. Dynamic crack growth along a polymer composite-Homalite interface

This example addresses the dynamic interface crack growth in orthotropic bi-materials, as it frequently occurs in various engineering ap-
Fig. 15. The crack velocity recorded in the experiment by Lambros and Rosakis [53].

Fig. 16. Time history of energy release rate in the case that the crack tip velocity is an input data of the problem.

The crack velocity is different for the two cases, the stress near the crack tip for case 1 is reported at times 61 and 65 μs, while it is reported at times 73 and 75 μs for case 2. Clearly, ignoring the enrichment functions leads to large oscillations and subsequent instability.

Fig. 29 shows the stress distribution near the crack tip in the top material for two cases: (1) using the oscillatory crack tip enrichments and (2) ignoring the crack tip enrichments. In this graph, the stress is plotted for the crack lengths of 30.5 mm and 40.8 mm. Since the crack tip velocity is different for the two cases, the stress near the crack tip for case 1 is reported at times 61 and 65 μs, while it is reported at times 73 and 75 μs for case 2.

The material properties are presented in Table 4, where $E_\parallel$ is the Young modulus in the direction of the fibers, and $E_\perp$ is the Young modulus in the direction perpendicular to the fibers. Eqs. (19) and (25) are used with constants $C = 0.01$ and $n = 0.08$ to determine the crack tip velocity. One layer is isotropic, and the other one is orthotropic. Geometry and dimensions of the model and the applied loading are presented in Fig. 24.

The specimen has the thickness of 10 mm and the problem is simulated under the plane stress condition. The dynamic analysis is performed with a $45 \times 150$ finite element mesh and the domain integral of 5 mm. The problem is solved with six different time steps ($\Delta t = 1.5, 1, 0.5, 0.2, 0.15$ and 0.1 μs) to evaluate the sensitivity of the results to the time steps. Results of energy release rate and crack length for different time steps are presented in Figs. 25 and 26, which are nearly similar results. Also, Figs. 25 and 26 show that the convergence in time is obtained by decreasing the time step.

Figs. 27 and 28 show the effect of the oscillatory crack tip enrichments on the energy release rate and crack length. Clearly, ignoring the enrichment functions leads to large oscillations and subsequent instability.

The crack propagation is initiated at approximately 0.5 μs, and the crack length reaches its maximum value at around 50 μs. The crack propagation is nearly linear, and the energy release rate decreases as the crack propagates.
78μs for case 2 (see Fig. 28). It is observed that the crack tip singularity is not obtained for the case of ignoring the crack tip enrichments.

Finally, in Fig. 30, the stress contours ($\sigma_{yy}$) are plotted at different times to show the stress wave propagation in the body. It can be seen that the stress concentration remains at the crack tip while the interface crack propagates into the domain.

7. Conclusion

The dynamic interface crack propagation problem in a layered composite material has been studied. The orthotropic bi-material dynamic enrichment functions have been employed for reproducing the oscillatory stress and displacement fields near the interface crack tip. It has been observed that before crack growth, ignoring the oscillatory crack tip enrichments does not significantly affect the fracture mechanics parameters such as dynamic stress intensity factor and energy release rate; however, after crack growth, it results in spurious oscillations of the numerical response and inaccurate results. Also, it has been shown that neglecting the oscillatory crack tip enrichments decreases the accuracy of the solution in determining the crack tip velocity. Therefore, considering the oscillatory crack tip enrichment functions is very important in the dynamic crack propagation analysis. Moreover, it has been illustrated that using the time discontinuous finite element method for time integration of problems that include dynamic crack propagation is necessary for stabilizing the results. In addition, the balance of recovery algorithm has a remarkable effect in improving the results in these set
of problems. Finally, numerical simulations have proved that, among all the criteria proposed for dynamic interface crack growth, the criterion provided by Kavaturu and Shukla [52] is the only one that considers both the stable and the unstable crack growth processes and can completely predict the crack velocity through the solution.

The present mythology has so far been utilized only for mechanical loading conditions. Since the thermal shock dynamic analysis of cracked functionally graded piezoelectric solids was investigated using the extended finite element method [62], therefore, as an extension of the present work, the dynamic interface crack propagation problem under thermal shock loading conditions can also be studied.”
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**Fig. 21.** Effect of the time integration method on the stability of the results.

**Fig. 22.** The calculated crack tip velocity.
Fig. 23. Time variations of the energy release rate. (For interpretation of the references to color in this figure, the reader is referred to the web version of this article.)

Fig. 24. (a) Geometry and dimensions of the model, (b) applied loading.
Fig. 25. Sensitivity of the energy release rate to the time step.

Fig. 26. Sensitivity of the crack length to the time step.
Fig. 27. Effect of oscillatory crack tip enrichments on the energy release rate.

Fig. 28. Effect of oscillatory crack tip enrichments on the crack length.
Fig. 29. Effect of oscillatory crack tip enrichments on the stress distribution near the crack tip, (a) crack length = 30.5 mm, (b) crack length = 40.8 mm.
Appendix A

The auxiliary stress and displacement fields around an interface crack tip in the upper material are presented in Eqs. (A.1)–(A.5) [63]. It should be noted that for the layer below the interface, $\varepsilon \varepsilon$ and $-\varepsilon \varepsilon$ are replaced with $-\varepsilon \varepsilon$ and $\varepsilon \varepsilon$, respectively.

\[
\sigma_x = \frac{K_I}{2\sqrt{2\pi D \cosh (\varepsilon \varepsilon)}} \times \left[ -p^2 \left\{ e^{(\varepsilon-\theta_i)A} \cos \left( \varepsilon \ln (r) - \frac{\theta_i}{2} \right) \right\} \left( r \right) ^{\frac{3}{2}} 
\]

\[
\sigma_y = \frac{K_{II}}{2\sqrt{2\pi D \cosh (\varepsilon \varepsilon)}} \times \left[ -p^2 \left\{ e^{(\varepsilon-\theta_i)A} \cos \left( \varepsilon \ln (r) + \frac{\theta_i}{2} \right) \right\} \left( r \right) ^{\frac{3}{2}} 
\]

\[
+e^{-(\varepsilon-\theta_i)A} \cos \left( \varepsilon \ln (r) + \frac{\theta_i}{2} \right) \left( r \right) ^{\frac{3}{2}} 
\]

\[
+e^{-(\varepsilon-\theta_i)B} \cos \left( \varepsilon \ln (r) + \frac{\theta_i}{2} \right) \left( r \right) ^{\frac{3}{2}} 
\]

\[
+e^{-(\varepsilon-\theta_i)A} \sin \left( \varepsilon \ln (r) - \frac{\theta_i}{2} \right) \left( r \right) ^{\frac{3}{2}} 
\]

\[
+e^{-(\varepsilon-\theta_i)B} \sin \left( \varepsilon \ln (r) - \frac{\theta_i}{2} \right) \left( r \right) ^{\frac{3}{2}} 
\]

Fig. 30. Stress contours ($\sigma_{yy}$) at different times (stress in GPa).
\[\sigma_y = \frac{K_I}{2\sqrt{\pi} D \cosh(\varepsilon x)} \times \left\{ e^{-(x-a)} A \sinh (\varepsilon \ln (r_i) - \frac{\theta_i}{2}) \right\} \left( r_i \right)^{\frac{1}{2}} + e^{-\varepsilon (x-a)} A \sin \left( \varepsilon \ln (r_i) + \frac{\theta_i}{2} \right) \right\} \left( r_i \right)^{\frac{1}{2}} + e^{-\varepsilon (x-a)} B \cos \left( \varepsilon \ln (r_i) - \frac{\theta_i}{2} \right) \right\} \left( r_i \right)^{\frac{1}{2}} + e^{-\varepsilon (x-a)} B \cos \left( \varepsilon \ln (r_i) + \frac{\theta_i}{2} \right) \right\} \left( r_i \right)^{\frac{1}{2}} \]  
(A.1)

\[\tau_{xy} = \frac{K_I}{2\sqrt{\pi} D \cosh(\varepsilon x)} \times \left\{ a_1 \left\{ e^{-(x-a)} A \sin \left( \varepsilon \ln (r_i) - \frac{\theta_i}{2} \right) \right\} \left( r_i \right)^{\frac{1}{2}} + a_2 \left\{ e^{-(x-a)} B \sin \left( \varepsilon \ln (r_i) - \frac{\theta_i}{2} \right) \right\} \left( r_i \right)^{\frac{1}{2}} + \frac{K_{II}}{2\sqrt{\pi} D \cosh(\varepsilon x)} \times \left\{ a_1 \left\{ e^{-(x-a)} A \cos \left( \varepsilon \ln (r_i) + \frac{\theta_i}{2} \right) \right\} \left( r_i \right)^{\frac{1}{2}} + a_2 \left\{ e^{-(x-a)} B \cos \left( \varepsilon \ln (r_i) - \frac{\theta_i}{2} \right) \right\} \left( r_i \right)^{\frac{1}{2}} + e^{-\varepsilon (x-a)} B \cos \left( \varepsilon \ln (r_i) + \frac{\theta_i}{2} \right) \right\} \left( r_i \right)^{\frac{1}{2}} \]  
(A.2)

\[u_y = \frac{K_I}{\sqrt{\pi} (1 + 4\varepsilon^2) D \cosh(\varepsilon x)} \times \left\{ e^{-(x-a)} p_i A \left[ \frac{\cos (\varepsilon \ln (r_i) - \frac{\theta_i}{2}) + 2e \sin (\varepsilon \ln (r_i) + \frac{\theta_i}{2})}{2} \right] \right\} \left( r_i \right)^{\frac{1}{2}} + e^{-\varepsilon (x-a)} p_i B \left[ \frac{\sin (\varepsilon \ln (r_i) + \frac{\theta_i}{2}) - 2e \cos (\varepsilon \ln (r_i) + \frac{\theta_i}{2})}{2} \right] \right\} \left( r_i \right)^{\frac{1}{2}} \]  
(A.3)

where

\[A = a_i + \eta \]  
(A.6)

\[\bar{A} = a_i - \eta \]  
(A.7)

\[B = a_i + \eta \]  
(A.8)

\[\bar{B} = a_i - \eta \]  
(A.9)

\[r_i = r \sqrt{\cos^2 \theta + p^2 \sin^2 \theta} \]  
(A.10)

\[r_s = r \sqrt{\cos^2 \theta + q^2 \sin^2 \theta} \]  
(A.11)

\[\theta_j = \tan^{-1}(\frac{Z_j \tan \theta_j}{1}), j = l, s, Z_l = p, Z_s = q \]  
(A.12)

In order to calculate Eqs. (A.6)-(A.12), polar coordinates \((r, \theta)\) in front of the crack tip is used (see Fig. 1). In Eqs. (A.6)-(A.12), parameters \(a_i, a_i, p, q, \eta\) are defined as follow:

\[p = \sqrt{B_{12} - B_{12} - K_{66}} \]  
(A.13)
\[ q = \sqrt{B_{12}^2 - K_{56}} \]  
\[ B_{12} = \frac{1}{2a_1} \left( 2a_1 + a_2 + \sqrt{a_2^2 + 4a_1a_2} \right) \]  
\[ K_{56} = \frac{1}{a_1} \left( a_2^2 + \sqrt{a_2^2 + 4a_1a_2} - a_2a_1 - a_1^2 \right) \]  
\[ a_1 = \frac{y + a_2 \sqrt{V^2 - q \rho V a_1^3 - \left( \frac{\sqrt{V}}{a_1} \right)^2}}{q} \]  
\[ a_2 = \frac{q + a_2 \sqrt{V^2 - q \rho V a_1^3 - \left( \frac{\sqrt{V}}{a_1} \right)^2}}{q} \]

where \( a_i \) are the components of the compliance tensor, \( V \) is the crack velocity, and \( p \) is the density.
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